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Overview

The following are answers to two additional questions sent on August 5, 2008 for proposal 0822388 “Cumulative Learning using Embedded Assessment Results (CLEAR).” These are clarifications to descriptions of the activities planned when we wrote the proposal, but with more detail than the page limit permitted. These questions are answered on pages 1-4. Answers to earlier questions are appended to these answers because the responses are cumulative (pages 5-19).

Question C1

Involvement of disciplinary experts:  they make the case, correctly, that the research team has disciplinary expertise.  It would be good to add an external review by disciplinary experts -- ideally, prominent scientists currently engaged in research in the relevant areas.  This will strengthen the visibility and viability of the materials beyond the science education community, and is consistent with the kind of review we are asking of other projects. Can you do this within the budget?  I would suggest this group of about three meet three times.  We would add wording to the award that NSF would approve the members within 90 days of the award.

Answer C1

We are delighted to add a series of reviews by prominent scientists to the project activities. We have invited Dudley R. Herschbach (Harvard University), Don Kennedy (Stanford University), and Eric Mazur (Harvard University) to participate in three reviews over the next 5 years. We will find a way to cover this added expense (Direct cost: $4500. Plus travel). Here is the text of our invitation:

We have proposed a project to NSF on cumulative science learning in middle school science. We are developing assessments to measure student progress across 6th, 7th, and 8th grade. This project takes advantage of powerful technology including dynamic, interactive simulations and visualizations of complex science concepts (see WISE.berkeley.edu). 

We hope you will agree to serve as a science discipline expert to review the items we have designed. As a discipline expert, you will review the items to determine whether they measure important science concepts, have valid premises and answers, and are likely to capture the cumulative understanding that students need.

 To get your input, we will meet with you (for about half a day) three times during the next 5 years in a mutually convenient location. We will provide the draft items along with sample answers from pilot tests with students. We will record your comments and revise the items based on your feedback.

We will compensate you $500 for each meeting. In addition, we will invite you to the meeting of the advisory committee for the project. Attending this meeting is completely optional.

Question C2

The reviewers concerns that there was a lack of detail on assessment did not seem to be adequately addressed.  This really reads like an instructional materials design and development project and the assessment component, which could be an important contribution, is underplayed.  The questions raised by the DD are:
How many items do they envision designing?  Is there a draft domain specification or assessment blueprint that will guide the design?  How will this assessment effort advance understanding and definition of the construct of "cumulative learning" (which is not very clearly defined in the proposal.) What is the actual process for assessment design, and how will disciplinary experts (external to the core project team) be involved? 

Answer C2

Item design

We will design three types of items: Pretest-Posttest, Embedded, and Annual Assessments. We will design a large set of items, pilot test them with the first cohort, and revise them based on student responses. We will select the most valid and reliable items for subsequent investigations. We will design additional if necessary to ensure adequate psychometric properties for the assessments.

Based on past experience, we can make some estimates of the number of items needed to ensure that the subset of items used to track progress provide satisfactory power. We expect to design and pilot test around 100 Pretest-Posttest items and to use those with the best psychometric properties at various intervals during each school year. For embedded assessments, since these are also learning events, we expect to log progress on over 100 activities at each grade level. Some of these will primarily be used to monitor progress. For each grade level, a subset of 10 to 20 items will be scored using the knowledge integration rubric. For the Annual Assessments, we will reuse some items from the pretests and embedded assessments. We will also design and pilot test about 50 novel transfer items. We will select items with the best psychometric properties for use in the annual assessments for the second and subsequent cohorts.

Item formats will take advantage of technology. We will include varied response formats including multiple choice, written answers, drawings, graphs, interactive simulations, and concept maps.

We have already pilot-tested 22 TIMSS released items on the energy topic along with 22 explanation items designed to measure knowledge integration. The TIMSS items will allow us to compare our participants to a national sample of students. 

Assessment Blueprint

Our goal for the CLEAR assessments is to create items that are well-aligned with curriculum and instruction, indicators of understanding of the topic, and intriguing for students. An assessment blueprint in the form of a construct map will be designed to guide the development of the assessment items. The construct map will clearly define (a) a set of concrete learning goals of the energy curriculum for both 6th and 7th graders, (b) the important content topics in learning energy, and (c) a learning progression characterizing the process of knowledge integration for energy topics.

To design the blueprint we will build on these elements: 

· California State Standards and National Standards.

· The AAAS Atlas covering the energy topic as illustrated in the proposal.

· The textbooks and pacing guides used by teachers in participating schools.

· Research on the energy topic delineating the ideas students hold about energy (see summary in the proposal).

We will collaborate with the CLEAR teachers to refine the blueprint and ensure its ability to communicate clearly to all stakeholders. Teachers are an invaluable guide to the implementation of state standards and the constraints inherent in contemporary educational settings.

Measuring Cumulative Learning 

The assessments will capture a range of levels of understanding to document progress in cumulative learning. We will use the knowledge integration construct to establish the criteria for cumulative learning and Wright maps to characterize range of the items. Following recent work on assessment, we will identify items that measure student abilities in reproduction, reconnection, and reflection. Reproduction items will focus on student abilities in recalling concepts and facts related to energy learning. Although reproduction does not imply that a concept or fact is part of a coherent understanding of the energy topic, students need to understand these concepts in order to connect them to other ideas in a scientific domain. We will be able to analyze the importance of reproduction for development of more complex connections among ideas. Reconnection items emphasize student abilities to connect new knowledge and existing knowledge to address familiar problems. Reconnection items require students to understand the concepts well enough to make valid connections among them. Often reconnection items ask students to make a connection between existing and new ideas and to evaluate the validity of the existing knowledge.  The most complex items, the reflection items, measure student abilities in evaluating and synthesizing information, justifying their explanations, and using evidence to construct an argument. Students will be asked to solve problems in unfamiliar contexts to demonstrate that they can use their knowledge to interpret a new situation. These assessments will also identify weaknesses in student ideas.

Assessment Design Process

The assessment design and data collection process involves testing and refinement of the energy items as well as study of the trajectories of students on pretests, embedded assessments, posttests, and annual assessments. The pretests and posttests will be administered online. A large set of items will be pilot tested. A subset of these items will be refined and used in the pretests which will last about one class period and include about 5-10 reproduction items and 5-8 constructed response items. The pre and posttests will be carefully designed to ensure content and construct validity and to balance item coverage.  Results from these assessments will be used to compare student learning before and after instruction with the energy curriculum. Assessment results from the pilot cohort will be used to refine all the assessments for the later cohorts.  

The embedded assessments will include logs of a wide range of information. We will focus on about 2 to 3 items per day of instruction (about 20 per semester). For some of these items, students will work in pairs. In addition, students will have the opportunity to respond individually by entering their password. The embedded assessments serve as formative assessments in that they provide immediate diagnostic information to teachers about student understanding of energy topics. 

To examine the long term impact of the energy curriculum, students will be tracked longitudinally using items from the annual assessments. Compared to the immediate posttests, the annual posttests measure the sustainable ideas in the curriculum. There will be about 10-20 items on the delayed posttests. 

Each year we will administer the annual assessments in each course. The cumulative assessment, administered in 8th grade will provide a summative evaluation of what students know when they complete 8th grade. There will be about 20 items in this assessment, including multiple choice items, graphing items, and constructed-response items. 

We will also use teacher observations and surveys to investigate the impact of teaching practice on student learning outcomes. We will connect teacher practice with assessment findings.

Assessment Design Partnership

To ensure the validity and reliability of the assessments, multiple partners will be involved in the conceptualization, design, review, implementation, and interpretation of the assessments, including scientists with expertise in the domain of energy, educational researchers with experiences in energy learning, teachers with experiences in teaching energy, and assessment experts with experience in instrument development and validation. The assessment design will feature the collaboration of the multiple stakeholders. These individuals are either participating teachers, members of the advisory board, or members of the CLEAR project team.

Assessment Quality

Besides design review and revision, we will also use psychometric indicators for quality control for the CLEAR assessments. All assessment items will be examined in terms of reliability indicated by item-test consistency. We will also use more advanced measurement models such as item response models to examine the item difficulty level, item fit, item discrimination (i.e., item’s power in differentiating student ability levels), and differential item functioning for gender (i.e., whether boys and girls at the same ability level respond differently to an item). 

Responses to Questions from July 21, 2008

Question B1 

Perhaps because assessment is not clearly the focus of this proposal, the plan for ensuring the technical quality (reliability and validity) of the proposed assessment tools has not been fully described. I believe that this is a weakness in past WISE/TELS work, which would need to be addressed here in order to ensure the quality of any assessments developed as part of the proposed work, related to predictive validity and one type of construct validity are mentioned in the proposal. I do not believe that these are sufficient to ensure that the assessment tools are measuring targeted knowledge. For example, consider the sample item on page 6. Does a student who scores higher on the knowledge integration rubric truly have greater higher quality understanding? Or is he/she just familiar enough with the scoring rubric to know the types of responses, which are valued? (Neither type of validity evidence mentioned in the proposal would address concerns such as these.) [slight edits to question with tracked changes].

Answer B1

This question asks about the technical quality of the assessment tools for CLEAR, specifically their reliability and validity. Historically, the knowledge integration assessments have demonstrated high reliability and validity (see Clark & Linn, 2003; Linn, Davis, Bell, 2004). In our recent work on TELS we have designed items for 12 science topics spanning sixth through twelfth grade. We have used both classical test theory and IRT modeling to establish reliability and validity for knowledge integration measures. These measures meet accepted standards (see Linn et al., 2006). We provide details for both dimensions of the assessments.

Reliability
For TELS assessments, we have computed three types of reliability: internal consistency among items indicated by Cronbach's alpha (classical test theory); person separation reliability from the item response theory (IRT) framework, and student Expected A Posteriori (EAP) reliability, also from IRT. The TELS assessments demonstrate good reliability (reliability coefficients >.70) as measured by all three indicators. We will continue to use such rigorous methods to evaluate the reliability of the CLEAR assessments. 

Our research design allows for iterative design of the assessments. Thus, we will start with the best possible items and assess the reliability of the tests. Items that do not meet rigorous standards will be eliminated. In our past research, we eliminated about 1 out of every 75 items we tested. 
Validity
Multiple aspects of validity will be considered throughout the design, administration, scoring, and interpretation of CLEAR assessments. As Kane (2006) articulates, the validity of assessments depends on “the extent to which the proposed uses and interpretations are plausible and appropriate.”  

For CLEAR, the following describes how we will establish content, construct, technical, and interpretive validity.

Content validity is established by having experienced researchers and discipline specialists review the scope and format of the assessment items. The reviewers certify that the assessed content represents the important concepts and knowledge of the target domain.  

Construct validity is established using the knowledge integration construct. Prior research has demonstrated the value of this construct for documenting progress in developing understanding of complex science topics (see longitudinal study by Linn & Hsi, 2000). We design items to elicit coherent explanations of scientific phenomena and score the responses based on both the use of normative ideas and on the quality of the argument that connects the ideas. Students are rewarded not just for recall of normative ideas but also for their ability to use these ideas in a scientifically sound argument. 

Items designed using the knowledge integration construct are more sensitive to inquiry instruction than are items that primarily measure recall of isolated ideas (Clark & Linn, 2003). As a result the knowledge integration construct taps student ability to not only recall information but to use the information to make sense of novel scientific events. This construct is important to the CLEAR research because it captures the coherence of student ideas. 

Technical validity is established by using powerful and appropriate measurement models to analyze the data (IRT and classical test theory). Using these models we can analyze such important issues as (a) the degree to which items all measure the same dimension, (b) the ability of the items to cover the whole range of student ability, and (c) the possible bias of items against subgroups of students. 

Interpretive validity is established by linking the assessment results with instructional activities. We can triangulate between instructional activities and student progress on assessments by looking at the logged information about student learning. We can compare the learning activities of students who make progress on knowledge integration assessments to the learning activities of those who do not make progress. This information will help us select the most valid items for our assessments.  

Fundamentally, we view establishing validity as a dynamic, ongoing process, rather than a checklist of procedures. This notion is reflected in the multiple-cohort design we propose for CLEAR. The assessments will be modified and adjusted for the subsequent cohorts based on empirical evidence from performance and instructional activities of the pilot cohort. 
Value of the knowledge integration construct
To address the reviewer's concern about the knowledge integration construct, we provide further information. The reviewer asks:  "Does a student who scores higher on the knowledge integration rubric truly have greater higher quality understanding? Or is he/she just familiar enough with the scoring rubric to know the types of responses which are valued?"

First, the valued responses in the rubric involve reasoning processes that are generally valued by research scientists. More sophisticated responses involve making causal links among normative ideas in order to explain complex phenomena (see, for example Toulmin, 1959 or Thagard, 1992).

Second, we do encourage teachers to emphasize the elements of the rubric in their instruction. We inform students about the sort of reasoning that is valued in science by asking students to warrant their conclusions with evidence and to explain their reasoning. We wish that students could learn to construct valid arguments as a result of being told that this is required. Unfortunately, responses typically average at level two of the rubric, where the scale runs from a minimum of one to a maximum of four. 
Third, the levels of the knowledge integration construct have been tested and confirmed in empirical studies. Using this rubric, data from about 3,500 students demonstrated that students who answered specific knowledge integration items correctly had higher ability estimates overall. We also found that scores were higher for instructed than for uninstructed topics when both topics were assessed using the knowledge integration rubric. In addition, we have shown that students with more inquiry experience score higher than students with less inquiry experience. 

Fourth, we will ensure that the items we use do not lend themselves to superficial links. We will investigate the validity of our rubric by interviewing selected students to make sure they understand the links they are making and the evidence they are using. We will revise items that elicit poorly understood links. 

Finally, we will not confuse statistical and individual performance. Overall, students make progress on the knowledge integration scale, but there are some outliers. Our measurement techniques help us identify which students are outliers. As part of the interpretative validity activities, we look at the trajectories of students who do not fit the usual trajectory to determine what other factors are contributing to performance.
Fundamentally, the CLEAR assessments target integrated understanding of complex science topics. We seek to eliminate any items where familiarity with the scoring rubric is sufficient to answer successfully. Students need to understand the content domain and to combine ideas into an argument relevant to the item to get a high score. We will track the relationship between performance on test items and performance on other indicators such as essays and course presentations.
In summary, we will monitor the reliability and validity of CLEAR assessments and make adjustments to increase these dimensions with each new cohort. We have published a summary of the reliability and validity of the TELS assessments that illustrates our approach: see Liu, Lee, Hoftstetter and Linn (2008). We will continue to examine reliability and validity as a core aspect of investigations for CLEAR.
 
Question B2

Second, embedded assessments will be administered across multiple time points over the course of a unit. Although exact details are not given, it is assumed that these assessments will be shorter than typical large-scale assessments. If this is true, what measures will be put in place to ensure that scores at different time points are reliable. The scores will be analyzed at different time points and the inferences will only be valid if the analyses are based on reliable scores, and not random (measurement) error. The project also states that multiple evaluation opportunities will increase estimation accuracy. This is not obvious and requires further explanation. If any, assessment at multiple time points might be less accurate because an additional source of variability is introduced in the process -- fluctuation over time. However, the scores might be more valid in that they are more representative of the student's ability over a longer period of time.

Answer B2

The CLEAR research will use annual tests, pretests and posttests, and embedded assessments. We will use the annual tests, pretests, and posttests to track progress over time. Our past work suggests that a 30-minute pretest or posttest can provide a reliable estimate of performance.

All of these tests will feature multiple measurement opportunities in the sense that they include a variety of item types, some of which are feasible only because this work is technology-enhanced. For example, they will include explanations, drawings of phenomena, graphs, critiques, interactions with simulations, and designs of solutions. These varied item types will allow students to succeed using the full range of capabilities. They will ensure that students learn to communicate about science in a variety of ways.

The pretests, embedded assessments, posttests, and annual assessments will accurately document what students can achieve at the time point when they are tested. Then, the performance trajectory across the different assessment points will present a complete picture of student progress over time. When synthesizing the data, we will analyze the fluctuation over time by including a time facet in the model to represent the different time points. In addition, we will make sure the tests administered at different time points are comparable (i.e., through test equating) before we compare student performance on these tests.

For CLEAR we expect pretests, posttests, and annual tests to be opportunities for students to demonstrate their understanding based on item formats that will be novel. As a result, part of the research will entail ensuring that the new items are reliable. We will redesign the items if they do not meet acceptable standards of reliability. 

The annual tests will last one class period. This duration has proven sufficient to gain a valid and reliable indicator of student progress in the past. We will refine the assessments if they do not meet acceptable standards of reliability.

We will use the embedded assessments such as drawings of student ideas, explanations of simulations, entries in online discussions, and logs of student experiments to characterize response to instruction and to inform the design of posttests and annual assessments. These embedded assessments will clarify the nature of student activity and contribute to our understanding of the processes that lead to science learning. Over time, we anticipate that some of the embedded assessments will be converted into pretest and posttest items based on the quality of student responses. They will be used to validate the pretests, posttests, and annual tests and also serve as a way to investigate new formats for annual assessments. 

Question B3

Finally, for scores obtained using different tests to be comparable, it requires that the tests be on the same scale. The inferences that this project will be drawing relies heavily on this one requirement yet test equating is only briefly mentioned in the project description. The researchers should provide additional details on how equating that accounts for the complex design of this study can be accomplished.

Answer B3

In our prior work we have equated tests given annually using item response modeling methods combined with anchor items. In CLEAR we will use the same process. 

To ensure the comparability of scores obtained from different tests and test forms, we will employ the non-equivalent-groups anchor test (NEAT; Kolen & Brennan, 2004) researchers to equate the tests. A set of common items will be included in each test to enable the comparison. To accurately reflect the performance differences on two tests, these common items will be proportionally representative of the two tests in terms of content, format, and statistical characteristics. 

We will use item response modeling techniques to determine whether the common items are of similar item difficulty in both tests. If the item parameters for the common items lack similar difficulty for both tests, then a linear transformation between the tests will be applied so that the common items on the two test forms will have the same mean and standard deviation. This method is referred to as the mean/sigma method (Marco, 1977). After the item parameters of the common items on these two forms are calibrated to the same scale, the student ability estimates obtained from each test form can be compared.
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Questions from May 2, 2008

Generalizability of findings 

Question

It was not clear how the findings would be useful outside of TELS. The findings could be relevant to other technology enabled learning environments, although that was not made explicit in the proposal. How would the findings or assessment items be useful to non-technology units? Can these items be used to look at the more traditional comparison group?

Answer

CLEAR is based on a design that uses technology extensively. We choose to use technology because it facilitates our research in many ways—it automatically logs student actions, it speeds editing and delivering materials, it makes it easier to ask students lots of questions as they are engaged in the materials, and it simplifies teachers’ grading and reporting tasks. With the exception of the interactive computer models, however, there is nothing in the curriculum that demands technology. Thus, most of the research findings will apply to non-computer contexts. In addition, the specific curriculum activities, pacing, and treatments could easily be implemented without computers. 

Selecting a control group that used exactly the same instructional design but without using computers, would not be appropriate. Our goal is not to prove that courses using computers are better than courses without computers but to identify promising ways to improve the cumulativity of student learning. Thus, this research looks at a particular collection of instructional strategies, content treatment, assessment designs, and evaluation techniques. The appropriate controls are classrooms that do not use these approaches. 

Naturally, the findings would be most easily applied to other technology-enabled learning environments of which there are many. We will facilitate use of these environments by making the TELS technology, materials, and editing functions open source. In addition, we will actively work with others interested in building on our work.

We have created and will continue to support a technology development community to help establish norms, encourage productive exchange of ideas, and to co-develop new functionality. For example, a new European Union grant entitled Science Created by You (Ton deJong, PI, budget of $12 Million over 4 years) will employ the TELS technology architecture, resulting in a greater ease in exchanging tools and materials between TELS users. Other groups in Asia, Europe and North America are also adopting the TELS platform. But TELS technology does not require adopting the platform. Because of the modularity of the underlying code, CLEAR materials can be utilized without relying on the TELS software architecture.

The following summarizes the major findings that will have application to both computer and non-computer contexts:

· Formats for assessment items that measure cumulative understanding

· Pretest-posttest assessments and end of term assessments

· Curriculum strategies and design principles to guide developers of materials to promote cumulative learning

· Materials that promote cumulative learning and can be used as examples for other content and courses.

· SAIL technologies that allow any researchers to use the same strategies and principles to design new materials

The findings will be of use in at least four different contexts  

1.
Technology-enhanced materials that use all or parts of the SAIL environment with new materials. For example, Fred Martin at the University of Massachusetts, Lowell, is using a TELS graphing utility in his NSF ALT project within his own software environment. Bill Tomlinson and Lindsey Richland at the University of California, Irvine have an NSF CreativeIT project that will use TELS modules and embed a novel computational technique to identify metaphorical thinking, as evidenced by students’ writing. Both of these groups will be able to take advantage of CLEAR findings concerning strategies for embedded notes and MySystem, assessment formats, and the SAIL “plumbing” that provides persistence, logging of student actions, editing, and materials delivery. 

2.
Computer-based courses in other disciplines. Designers can use SAIL technology and the CLEAR designs to create technology-enhanced materials that provide cumulative learning. 

3.
Research with non-computer, inquiry-based materials. Several of the materials design principles that promote cumulative learning could be used in a non-computer context. These include the specific energy content, the principles to govern spacing of topics, the assessments, and the scoring rubrics.

4.
Textbook based courses. Teachers and designers of pacing guides can use the CLEAR materials design principles to create classroom activities to bring the textbook to life, promote coherence, and sequence topics to improve cumulative understanding.

Design and analysis of the investigations

Because the questions on research design are interrelated, we have put all the research questions and answers together. 

Questions

The panel found strength in the design (comparison groups, manipulating individual features of the intervention etc), but raised issues of sample size, analysis and details about methods.

The idea of a longitudinal study of students’ developing concepts of energy is intriguing. One of the goals of the project is to study the trajectory of student learning in energy over two or three years. To achieve this, they will establish “performance trajectories for students” for all groups of students. The large number of students should provide a rich picture of how students develop conceptions and misconceptions. It would have been good to see how the trajectories might differ from student to student or grade to grade.

The proposal does not discuss how the study would account for differential attrition of students (and teachers) from the various groups. It would also be of interest to see how the project would account for the possibility of students in the control group becoming part of the experimental group in years two or three.

In general, it would have been better if the proposal had provided details about how they would use the various statistical techniques. In multi-level analysis, for example, what will be the unit of analysis? It would seem that the teachers are randomly assigned to groups. Would the unit of analysis then be the class or the student? How does this affect power analysis? IRT modeling can certainly be useful in estimating student science achievement. It was not clear how it would show cumulative learning trajectories. Videos will be taken of classes (presumably of all conditions). How will these be analyzed? How many videos will be taken?  When? 

Answers

We address the issues raised: (a) sample size and cohort characteristics, (b) attrition and confounding; (c) video studies, (d) analysis using multi-level modeling, and (e) analysis of longitudinal trajectories.

Sample size and cohort characteristics,

CLEAR will take advantage of a new cohort of students taught by participating teachers each year. The Figure “CLEAR timeline” in the proposal gives an overview of this design. Here we provide additional detail, focusing on the experiences of each cohort of students over the 2 or 3 years of their participation in CLEAR.

The Control Cohort will be used to establish a baseline of performance on the annual assessments. This cohort will start in year 1, study the typical curriculum that their teacher offers, and take the annual assessments each year for three years. The cohort will start in 6th grade with about 1,000 students (an average of 250 students in each of the four schools).  

The Pilot Cohort will be used to test the curriculum materials and cumulative learning strategies. Results will inform the revision of the materials for subsequent cohorts. Starting in year two, students of the one teacher per school who participated in the curriculum design will teach the first version of the curriculum to 6th grade (about 125 students per school) the first year and 7th grade in the second year. All students will take the annual assessments. Teachers will implement different strategies for promoting cumulative learning with the Pilot Cohort. To study strategies such as varied generation questions, they will assign students to conditions within classes. To study strategies such as spacing of instruction the teachers will vary instruction across classes. The most promising versions of the strategies will be used for the curriculum used by the Experimental Cohort. In these studies, half the students in each grade will study CLEAR.  We consider this a feature of the design since we will be able to use results from students who have two years of the curriculum, only 6th and only 7th to inform redesign of the materials.  

The Experimental Cohort will be used to test the cumulative impact of the curriculum, compared to the Control Cohort. All students in this cohort (an average of 250 per school) will study the refined curriculum each year and take the annual assessments. We will compare performance of the Experimental Cohort to performance of the Control Cohort. We will use results to refine and finalize the materials.

The CLEAR Curriculum Cohort will be used to test the refined materials. Starting  in year 4, all the students (an average of 250 per school) will study the refined version of the materials in both 6th and 7th grade and take the annual assessments. We will compare performance of the CLEAR Curriculum Cohort to performance of the Experimental Cohort and the Control Cohort.

Attrition and confounding

In longitudinal studies, students move away and new students come to the school. In order to account for these changing student samples in estimating treatment effects, we will conduct both a conservative and a statistically adjusted analysis of our results:

· We will conduct a conservative analysis, using only students who have complete data. For this analysis we will investigate the impact of student attrition by comparing the demographic characteristics and pretest scores or the scores on the last annual assessment of those who left to those who stayed. We will report on the comparability of the final sample to the initial sample of students.

· We will use a statistical analysis that could effectively deal with missing data. We will explore methods such as growth curve or hierarchical linear models that allow missing data to be statistically adjusted. We will identify an approach that is most compatible with our data. In this analysis, the level of participation can be modeled as a variable in the multi-level analysis at the student level with other student characteristics as covariates.  Using this method, we will be able to capitalize on all students who take the same tests at some points of time. This selection of an appropriate method will depend on the research question and the quality of the data.

Based on our past experience, under the worst-case conditions, we expect that each year 80% of the students will complete all the assessments and show up in the next grade. This means that for the Control, Experimental, and CLEAR cohort, 800 of the 1000 students will show up in year 2, 640 will show up in year 3. We will keep a complete record of the characteristics of students who have missing entries in some variables to ensure the accuracy of our data analysis and interpretation of the results. We will analyze the characteristics of those who leave and adjust our conclusions accordingly. We will also compare the students who come to the schools for 7th grade to those who participate in both 6th and 7th grade on the final 7th and 8th grade assessments. This information will help clarify the cumulative impact of instruction on performance.

Based on our experience, we anticipate a low rate of attrition for teachers. We will explain the importance of participating for 5 years to the teachers who agree to serve as part of the design team. These teachers will mentor new teachers at their schools. If one of the mentors has to leave, we will select the remaining teacher as the new mentor and support this individual to mentor the new teacher.  

Confounding of cohorts is possible if students repeat a grade or skip a grade. For the comparison studies confounding will occur if students change teachers during the year. This is rare in the participating schools, and students in such conditions will only be included as it is appropriate. 

Video studies

We plan to use video studies to validate the impact of the cumulative learning strategies and provide detailed examples, consistent with our prior work. Due to the requested budget reduction, we will limit these studies to cohort 2 and 3. We will randomly select pairs of students to videotape from among pairs who score between the 25th and 75th percentile on the pretest. We expect to videotape one or two pairs at each school for each of the strategies. Analysis of the videotapes will be qualitative. Two members of the development partnership (typically one teacher and one researcher) will view the videos for each strategy and identify segments for review by the research group. They will select segments that support or contradict the hypothesized mechanism for the strategy as well as segments that illustrate issues in implementation of the strategies. These segments will then be discussed in a research group meeting and used to inform the revision of the curriculum. Example segments will also be used in reports to communicate how the strategies work in the classroom.

Analysis using multi-level modeling

We will use multilevel modeling to capture the impact of student, teacher, and cohort on performance. Since students are nested within teachers, the errors of measurement will be not be accurately estimated if traditional t-tests, ANOVA’s, and linear regression analyses are used, since they ignore the dependence between students with the same teacher. Instead we will select analyses that make sense based on our sample size and allow us to explore potentially informative factors at both the student and teacher level. 

In the multi-level modeling approach student level, class level, and teacher level characteristics will be considered separately. The treatment variable will be defined based on the research questions. For example, to compare the Experimental Cohort to the Control Cohort, the treatment variable will appear at the class level (experimental vs. control) and classes will be clustered under teachers.  

For a multi-level model, the general guidelines call for a minimum sample size of ten teachers for the third level analysis. By year three we will have more than ten teachers involved, making this analysis possible. Prior to year three, we will be able to use a conservative approach such as mixed methods ANOVA’s to account for nested student data.  

In our analysis of TELS data multilevel modeling has proven effective. We have successfully conducted (a) a three-level hierarchical linear model to show how student, class, and teacher-level variables influenced the TELS treatment effect (Lee, Liu, & Linn, TELS Report, 2008) and (b) mixed effects ANOVA’s to illustrate the treatment impact differences across six science subject courses and twenty-seven teaching contexts (Lee, Linn, & Varma, in press). Based on the results from these studies, we are confident that similar approaches can be implemented in CLEAR.

Longitudinal trajectories

In our analysis, we use a one-parameter IRT model, the Rasch Partial Credit Model, to analyze and develop longitudinal trajectories of student progress on the knowledge integration construct. In our TELS research, we showed that the Rasch Partial Credit Model is adequate for defining the knowledge integration construct. We developed a theoretical construct map about knowledge integration, designed items to measure understanding resulting from knowledge integration processes, and validated it with the IRT analysis based on the Rasch Partial Credit Model (Liu, Lee, Hofstetter, & Linn, 2008). For example, the Figure ‘Construct Map’ below compares a theoretical knowledge integration construct map and a Wright Map for a set of items. The items consist of nine multiple-choice TIMSS energy items (bold numbers indicate multiple-choice item numbers in the figure) that were dichotomously coded and ten open-ended explanation items that were coded with a five-step knowledge integration scoring rubric. 

The IRT analysis produces estimates of students’ ability that can be mapped onto the knowledge integration ability continuum. We used the knowledge integration framework in the development of assessment items and scoring rubrics, thus ensuring the alignment between the performance levels on the Wright Map and the ability progression on the knowledge integration construct.

The IRT analysis also estimates the item difficulty for each item and possible score categories. Each multiple-choice item has a single item threshold location indicating the difficulty level of this item, while each open-ended explanation item has multiple thresholds, each indicating the odds of obtaining score k or above instead of k -1 on a given item. The figure Construct Map illustrates the limitations of the multiple-choice items. It shows that the nine multiple-choice items are only effective in measuring the partial link ability range while the explanation items are sensitive across the whole range from very high (full and complex links) to very low knowledge integration levels (the no link and irrelevant level). 

In CLEAR, we define longitudinal development of student understanding as increase in students’ abilities to connect ideas to produce integrated understanding. We will use IRT-based knowledge integration estimates to monitor students’ progress. After each unit we will estimate the level of performance on the knowledge integration construct. For example, a group of students could have an average of .35 on the knowledge integration construct after one unit and an average of .78 after the second unit. We will analyze how students’ understanding improves on the knowledge integration construct. We will extend this to estimates from subgroups of students to individual students.

Using IRT methods, we will also add and modify assessment items and link new items with previous items through alignment on the knowledge integration construct. The IRT analysis allows test content to vary as long as a sufficient number of reliable linking items are included in different forms of tests. We will link tests by using common items across test forms. 

 Figure: Construct Map. This figure shows the knowledge integration construct map alongside empirical data showing the score distribution of a set of knowledge integration items analyzed in a Wright map using IRT methods.

 (a)  Knowledge integration construct map                               (b)   Wright map from IRT analysis

	Student understanding

Complex Link

Students have an understanding of how three or more normative and relevant ideas interact in a given science context. 

Full Link

Students have an understanding of how two normative and relevant ideas interact in a given science context.

Partial Link

Students have normative and relevant ideas in a given science context.

No Link

Students have inadequate ideas and links in a given science context.

Irrelevant

Students do not access knowledge and experience relevant to a given science context.

No Information

Students do not have any ideas on a given science context.


	Response characteristics

(5) Elicit three or more normative and relevant ideas and elaborate two or more scientifically valid links among the ideas.

(4) Elicit two normative and relevant ideas and elaborate one scientifically valid link between the two ideas.

(3) Elicit normative and relevant ideas but cannot fully elaborate the links among them.

(2) Elicit relevant ideas that are not non-normative but make non-normative links among them.

(2) Elicit ideas that are relevant to the science context but are non-normative.

(1) Elicit ideas that are irrelevant to the science context. 

(0) Do not answer the item.
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Curriculum design

Question

The rationale for the development of new curriculum units rather than developing assessments for existing units was not strong. TELS has extraordinary resources in place already.   Using these might have allowed a greater emphasis on assessment.

Answer

The topics addressed by TELS materials were selected primarily by teachers who were asked to identify science topics in typical middle and high school courses that are particularly difficult to teach. This has resulted in materials that, while excellent, are not cumulative. A good curriculum, particularly one designed to be cumulative across grades, must be designed as a whole, not pieced together from disparate parts. For instance, one way we plan to support cumulative learning is to focus on eight energy conversions. By focusing on energy conversions we have the chance to show how this theme connects the science topics across grade levels and across CLEAR units. Another strategy is to use MySystem and the Energy Blog to highlight the similarities of topics that are now typically taught in isolation and to track progress over time. There are several other aspects to the proposed design that we believe will lead to coherence and cumulative learning. Existing TELS materials do not fit these designs. 

When possible, CLEAR will start with available materials and add the features that we hypothesize make learning more cumulative. Even though we had tremendous success with the previous curriculum units, they are not necessarily addressing the development of energy understanding across units to the same extent. Also, the formative use of embedded assessment needs to be directly aligned with curriculum materials. The simultaneous development of the curriculum and assessment is key to our research plan. 

It is important to create a curriculum that provides cumulative learning for several reasons. First, although the standards call for coherent understanding they do not point out the connections across topics and completely neglect connections from one year to another. Second, although teachers appreciate the advantages of cumulative understanding and frequently complain that their students do not remember what they learned the year before, they typically lack strategies for improving cumulative learning as well as indicators of student progress on the same topic over time.

Question

Given that there is a great deal of curriculum work in this project, I would like to have a better idea of how the units would be developed to increasingly support higher order learning across three grade levels. How long would the units be? Are the “comparison” courses really comparative – i.e. Do the schools generally teach energy at both the 7 and 8th grade and do they try to make these cumulative? 

Answer

The California standards introduce heat, temperature, and energy conversions in grade six so that the concepts can be applied to biology and physical science in the subsequent two years. In grade seven, the primary use of energy is in the explanation of the role of chloroplasts to convert light energy to sugar and mitochondria to convert sugars to chemical energy. Light energy conversion in the eye and sound in the ear are also implicit in the standards. Grade eight focuses on physical science starting with mechanics. Energy concepts can be applied to enhance student understanding of most of the standards for this grade, including force and motion, motion of stars and planets, solar energy, the structure of atoms, and chemical reactions.  

Pacing guides are now being produced for these schools. To make a reasonable comparison between our treatment and the usual approach, we will adjust the length of our units to these pacing guides. Following the standards, all CLEAR’s fundamental energy concepts and conversions will be introduced in grade six. The project’s grade 7 material will focus on making connections to the basic energy concepts covered in grade six, and extending these concepts by applying them in new contexts. In grade 8 we will be introducing assessments to detect cumulative impact of energy instruction in grade 6 and 7. These assessments have the potential to serve as learning events by prompting connections to prior instruction. 

Professional development

Question

The original units (and refinements) will be done by a group including one teacher from each school. This teacher will also mentor other teachers as they use the materials. Is this sufficient?

The proposal states they will also study how teachers identify strengths and weaknesses of students. This seems to be somewhat unrelated to the main goal of developing assessments. 

Answer

It is important to include teachers as equal participants in the design process. Based on past experience, we expect that one teacher per school as designer and mentor is realistic. Each teacher who participates in design will have to mentor only one colleague, so this is not a huge task. The materials do not require learning about the technology and are easy to implement, so the main mentoring task is to acquaint the new teacher with the content and pedagogy. 

We will, of course, work closely with the other teachers at each school who will review the designs, provide feedback regularly, and communicate with us at frequent intervals. Our prior work on school-based mentors shows the benefit of a single mentor as the leader at each school (Spitulnik et al, 2008). We found in this work that some schools kept the same mentor from year to year and others rotated the responsibility from one teacher to another. Both approaches have been successful.

The objective of studying how teachers can identify strengths and weaknesses of students is related to the broader goal of helping teachers learn to diagnose the conceptual understandings of individual students. In previous work within TELS and other funded projects, we have established this as an important prerequisite for any effective assessment process. One of the strengths of technology-enhanced curriculum is their capacity to reveal student conceptualizations, which can be used to help teachers develop important pedagogical content knowledge that relates to assessment.

Evaluation plan

Question

One reviewer commented that the evaluation is high and this was reflected in the panel summary. Because evaluation consists of the advisory board, ETS and Paul Holland it is a little difficult to estimate total costs for this is under ten percent, which is reasonable in staff’s opinion.   What is the total cost for the evaluation?  We need more explanation of what each of the evaluators will do.

Answer

We have several types of evaluation in CLEAR including external evaluation, design of assessment measures for the cohort studies, and analysis of the data collected in the cohort investigations.

The external evaluation will be conducted by Paul Holland’s consulting firm in collaboration with the advisory board. Staff support for Holland will be provided by Lydia Liu at ETS. Liu will provide staff support at a level of effort of about 5% of her time. Thus the external evaluation costs include Holland consulting, advisory board travel and honoraria, and staff salary for Liu. These costs comprise less than 10% of the budget.

The design of the pretest, posttest, embedded, and annual assessments is part of the research. This activity will include input from Hee Sun Lee, the postdoctoral scholar, the participating teachers, and Linn.

The analysis of the collected data from the classroom studies, including the multi-level studies and the IRT analysis of the longitudinal trajectories will involve Linn, Lee, and Liu. This part of the research includes input from Lydia Liu at ETS and comprises the remainder of time she will devote to the project (an average of about 15% each year).
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